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Abstract — Transmit beamforming achieves optimal performance in systems with multiple transmit- and single receive-antennas, when perfect channel knowledge is available at the transmitter. In practical systems where the feedback link can only convey a finite number of bits, the beamformer design has been extensively investigated from both the outage probability and the average signal to noise ratio (SNR) perspectives. In this paper, we study the symbol error rate (SER) for transmit beamforming with finite-rate feedback. We derive a SER lower bound, which is tight for good beamformer designs. Comparing this bound with the SER of the ideal case, we quantify the power loss due to the finite rate constraint, across the entire SNR range.

I. INTRODUCTION

Multi-antenna diversity has by now been well established as an effective fading countermeasure for wireless communications. In certain application scenarios, e.g., cellular downlink, the number of receive antennas at the mobile is limited due to size and cost constraints, which enforces transmit-diversity systems. Our attention in this paper is thereby focused on downlink application scenarios dealing with single receive- but multiple transmit- antennas.

To further improve the system performance, the receiver can feed channel state information (CSI) back to the transmitter. With perfect CSI, transmit-beamforming achieves the optimal performance in the multi-input single-output (MISO) setting \cite{6}. However, in practical wireless systems, the feedback channel may only be able to communicate a finite number of feedback bits per block \cite{1,3,5,8}. With finite rate feedback, power control is investigated in \cite{1} to reduce the outage probability that the mutual information falls below a certain rate; while transmit beamforming has been investigated based on the average signal to noise ratio (SNR) criterion \cite{6,8}, and on the outage probability criterion \cite{7}, respectively. The extension to spatial multiplexing systems with finite-rate unitary precoding is available in \cite{5}. Subject to finite-rate feedback, optimal transmission is also pursued in \cite{3} to maximize the average channel capacity, while adaptive modulation together with transmit beamforming has been pursued in \cite{12} to enhance the transmission rate.

We now elaborate on the results of \cite{7} and \cite{6} on transmit-beamforming with finite-rate feedback. A universal lower bound on the outage probability, that is applicable to all beamformers, is derived in \cite{7}. Good beamformers are then constructed to minimize the outage probability. On the other hand, the beamforming vector codebook is designed in \cite{6} to minimize the reduction on the average SNR due to finite-rate feedback. Albeit starting from different perspectives, the beamformer design criteria in \cite{7} and \cite{6} are equivalent, that the maximum correlation between any pair of beamforming vectors should be minimized. Interestingly, the beamformer design is linked to the line packing problem in Grassmannian manifold, where the minimum chordal distance between any pair of straight lines passing through the origin should be maximized \cite{2}.

Distinct from \cite{7} and \cite{6}, we in this paper investigate the symbol error rate (SER) performance of transmit beamforming with finite rate feedback. We derive a SER lower bound, that is applicable to any beamformer design. This bound is tight for the good beamformers constructed in \cite{6,7}, thus serves as a good performance indicator. Furthermore, comparing the lower bound with the SER corresponding to the perfect CSI case enables us to quantify the power loss due to the finite rate constraint. Our result is valid across the entire SNR range.

The rest of this paper is organized as follows. We present the system model in Section II, derive the SER lower bound in Section III, and quantify the power loss in Section IV. We then collect numerical results in Section V, and draw concluding remarks in VI.

Notation: Bold upper and lower case letters denote matrices and column vectors, respectively; $\| \cdot \|$ denotes vector norm; $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^N$ stand for conjugate, transpose, and Hermitian transpose, respectively; $E\{ \cdot \}$ denotes expectation; $\mathbf{I}_N$ stands for an identity matrix of size $N$, and $\mathbf{0}_{M \times N}$ for an $M \times N$ all zero matrix; $\mathbb{C}^N$ stands for the $N$-dimensional complex vector space; $\mathbb{C}\mathbb{N}(\mathbf{b}, \Sigma)$ denotes the complex Gaussian distribution with mean $\mathbf{b}$ and covariance $\Sigma$.

II. SYSTEM MODEL

Fig. 1 depicts the considered multi-input single-output (MISO) system with $N_t$ transmit- and single receive- antennas. Let $h_{\mu}$ denote the channel coefficient between the $\mu$-th transmit antenna and the receive antenna, and collect $h_{\mu}$’s into the channel vector $\mathbf{h} := [h_1, \ldots, h_{N_t}]^T$. As in \cite{6,7}, we assume that $h_{\mu}$’s are independently and identically distributed (i.i.d.) with a complex Gaussian distribution with zero mean and unit variance; i.e.,

$$
\mathbf{h} \sim \mathbb{C}\mathbb{N}(\mathbf{0}, \mathbf{I}_{N_t}).
$$

(1)

The extension to correlated channels need further investigation, and is out of this paper’s scope.
Figure 1: The system model

The adopted transmission scheme is transmit-beamforming (without temporary power control) [6, 7]. Specifically, the information symbol $s$ is multiplied by a beamforming vector $w^*$, where $w := [w_1, w_2, \ldots, w_N]^T$ has unit norm $\|w\| = 1$. The $N_t$ entries from the vector $sw^*$ are transmitted simultaneously from $N_t$ antennas, which leads to the received signal $y$ as:

$$y = w^Hhs + \eta,$$

where $\eta$ is the additive complex Gaussian noise with zero mean and variance $N_0$. With $E_s$, denoting the average symbol energy, the instantaneous SNR in (2) is

$$\gamma = |w^Hh|^2E_s/N_0.$$  \hfill (3)

As in [6, 7], we consider the system where the receiver is able to feedback a finite number (say $B$) of bits back to the transmitter. We assume that the feedback link is error-free and delay-free. The feedback bits will be used to select the beamforming vector. With $B$ bits, the transmitter has $N = 2^B$ choices on the beamforming vectors. Let us define these vectors as $w_1, w_2, \ldots, w_N$, and collect them into a matrix (the codebook of beamforming vectors):

$$W = [w_1, w_2, \ldots, w_N].$$  \hfill (4)

The beamforming vector is selected as follows. The receiver is assumed to have perfect knowledge of $h$, and chooses the beamforming vector to maximize the instantaneous SNR as:

$$w_{\text{opt}} = \arg \max_{w \in \{w_i\}_{i=1}^N} |w^Hh|^2.$$  \hfill (5)

The index of $w_{\text{opt}}$ is coded into $B$ feedback bits. After receiving the $B$ feedback bits, the transmitter switches to the optimal beamforming vector $w_{\text{opt}}$.

With the selection process in (5), the instantaneous SNR in (3) becomes

$$\gamma = \max_{1 \leq i \leq N} \{|w_i^Hh|^2\}E_s/N_0,$$  \hfill (6)

which indicates that system performance depends critically on the design of the beamforming vectors $\{w_i\}_{i=1}^N$.

A. Good Beamformers

The codebook optimization on $\{w_i\}_{i=1}^N$ has been thoroughly investigated in [7] and [6], where [7] relies on the outage probability as the figure of merit, and [6] on the average SNR, respectively. Albeit starting from different perspectives, these two papers arrive at the same beamformer design. Specifically, with i.i.d. channels in (1), a good beamformer should minimize the maximum correlation between any pair of beamforming vectors; i.e.,

$$W_{\text{opt}} = \min_{W \in \mathbb{C}^{N_t \times N}} \max_{1 \leq i < j \leq N} |w_i^Hw_j|.$$  \hfill (7)

In [6], the beamformer design problem is explicitly linked to the Grassmannian line packing problem [2]. Specifically, $w_i$ can be viewed as coordinates of a point on the surface of a hypersphere with unit radius centered around origin. This point dictates a straight line in a complex space $\mathbb{C}^N$, that passes through the origin. The two lines generated by $w_i$ and $w_j$ have a distance defined as:

$$d(w_i, w_j) = \sin(\theta_{i,j}) = \sqrt{1 - |w_i^Hw_j|^2},$$  \hfill (8)

where $\theta_{i,j}$ denotes the angle between these two lines, and the distance $d(w_i, w_j)$ is termed as “chordal distance” [2]. So the beamformer design in (7) is equivalent to:

$$W_{\text{opt}} = \max_{W \in \mathbb{C}^{N_t \times N}} \min_{1 \leq i < j \leq N} d(w_i, w_j).$$  \hfill (9)

The beamformer design is challenging only when $N > N_t$. When $N \leq N_t$, $W$ can be chosen as $N$ columns of an arbitrary $N_t \times N$ unitary matrix, which leads to the minimal chordal distance to be $\sin(90^{\circ}) = 1$. The resulting beamforming system has identical performance as a selection combining system with $N$ diversity branches [6, 7].

Example codes from [6]: For the illustration purpose, we here give the code design examples in [6].

1) $N_t = 2$ and $N = 4$. The matrix $W$ is constructed as:

$$W = \begin{bmatrix} -0.1612 & -0.7348j & -0.5135 & -0.4128j \\ -0.0787 & -0.3192j & -0.2506 & +0.9106j \\ -0.2399 & +0.5985j & -0.7641 & -0.0212j \\ -0.9541 & \end{bmatrix}.$$  \hfill (10)

With this beamformer codebook, the maximum correlation is $\max_{1 \leq i < j \leq N} |w_i^Hw_j| = 0.57735$, and the minimum chordal distance is $\min_{1 \leq i < j \leq N} d(w_i, w_j) = \sqrt{0.6713} = \sin(55^{\circ})$.

2) $N_t = 2$ and $N = 8$. The matrix $W$ is:

$$W = \begin{bmatrix} 0.8393 & -0.2939j & -0.1677 & +0.4256j \\ -0.3427 & +0.9161j & 0.0498 & +0.2019j \\ -0.2065 & +0.3371j & 0.9166 & +0.0600j \\ 0.3478 & -0.3351j & 0.2584 & +0.8366j \\ 0.1049 & +0.6820j & 0.6537 & +0.3106j \\ 0.0347 & -0.2716j & 0.0935 & -0.9572j \\ -0.7457 & +0.1181j & -0.4533 & -0.4719j \\ -0.7983 & +0.3232j & 0.5000 & +0.0906j \end{bmatrix}.$$  \hfill (11)

With this beamformer codebook, the maximum correlation is $\max_{1 \leq i < j \leq N} |w_i^Hw_j| = 0.84152$, and the minimum chordal distance is $\min_{1 \leq i < j \leq N} d(w_i, w_j) = \sqrt{0.2918} = \sin(32^{\circ})$. 
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III. PERFORMANCE ANALYSIS
Our objective in this paper is to evaluate the average performance for the beamformed transmission with finite-rate feedback. Towards this objective, we assume that $s$ is drawn from a PSK constellation; similar derivations can be carried out for other constellations. Conditioned on the instantaneous SNR $\gamma$, the symbol error rate (SER) is [9]:

$$\text{SER}(\gamma) = \frac{1}{\pi} \int_0^{\frac{(M-1)\pi}{M}} \exp\left(-\frac{g_{\text{PSK}} \gamma}{\sin^2 \theta}\right) d\theta,$$

where $M$ is the constellation size and $g_{\text{PSK}} := \sin^2(\pi/M)$ is a constellation-dependent constant. With $\mathbf{h}$ a random vector, the average SER is expressed as:

$$\overline{\text{SER}} = E_{\mathbf{h}}[\text{SER}(\gamma)].$$

We want to find exact, or approximate, expressions for SER.

A. SER FORMULATION
We define a normalized channel vector as:

$$\tilde{\mathbf{h}} = \frac{\mathbf{h}}{||\mathbf{h}||},$$

such that $\mathbf{h} = ||\mathbf{h}|| \cdot \tilde{\mathbf{h}}$ and $||\mathbf{h}|| = 1$. We then decompose the SNR in (6) as:

$$\gamma = ||\mathbf{h}||^2 \frac{E_s}{N_0} \max_i |w_i|^2 \cdot \frac{\mathbf{h}^H \cdot \mathbf{h}}{||\mathbf{h}||}$$

$$= ||\mathbf{h}||^2 \frac{E_s}{N_0} \left(1 - \min_i d^2(w_i, \tilde{\mathbf{h}})\right),$$

where $d(\cdot)$ is the chordal distance in (8). To simplify notation, we define the average transmit SNR $\overline{\gamma} := E_s/N_0$, and two random variables:

$$\gamma_h := ||\mathbf{h}||^2,$$

$$Z := \min_i d^2(w_i, \tilde{\mathbf{h}}),$$

such that $\gamma = \gamma_h (1 - Z)^\gamma$. Based on (1), $\gamma_h$ is Gamma distributed with parameter $N_t$ and mean $E(||\mathbf{h}||^2) = N_t$; hence, its probability density function (pdf) is [9]:

$$p(\gamma_h) = \frac{\gamma_h^{N_t - 1}}{\Gamma(N_t)} e^{-\gamma_h \gamma_h}.$$

On the other hand, $Z$ is random variable within the interval $Z \in [0, 1]$. Denote $p(z)$ and $F_Z(z)$ as the pdf and cdf (cumulative distribution function) of $Z$. Due to the assumption in (1), $\gamma_h$ is independent of $\tilde{\mathbf{h}}$ [7], thus $\gamma_h$ and $Z$ are independent.

With the definitions of $\gamma_h, Z, \overline{\gamma}$, we simplify (12) to

$$\overline{\text{SER}} = \int_{\gamma_h=0}^{\infty} \int_{Z=0}^{1} \text{SER}(\gamma_h (1-Z)^\gamma) p(\gamma_h) p(z) d\gamma_h dz.$$

Substituting (11) and (17) into (18), and utilizing the fact that the moment generating function of $\gamma_h$ is $E[e^{s\gamma_h}] = (1-s)^{-N_t}$ [9], we obtain:

$$\overline{\text{SER}} = \frac{1}{\pi} \int_0^{\frac{(M-1)\pi}{M}} \int_0^1 \left[1 + \frac{g_{\text{PSK}} \gamma}{\sin^2 \theta} (1-z)\right]^{-N_t} dF_Z(z) d\theta.$$

Notice that $F_Z(z)$ depends on the particular beamformer design $\mathbf{W}$. To obtain the exact SER in (19), one has to find the exact $F_Z(z)$ for each particular beamformer. Unfortunately, this task is difficult to accomplish. We next develop a SER lower bound, that is applicable to all beamformers. Our approach here is analogous to [7], where a lower bound on the outage probability is derived.

B. SER LOWER BOUND
To find a SER lower bound, we look for a cdf function $\tilde{F}_Z(z)$, such that:

$$F_Z(z) \leq \tilde{F}_Z(z), \quad 0 \leq z \leq 1.$$  \hfill (20)

Replacing $F_Z(z)$ in (19) by $\tilde{F}_Z(z)$, we define a SER lower bound as:

$$\overline{\text{SER}}_{\text{lb}} := \int_0^{\frac{(M-1)\pi}{M}} \int_0^1 \left[1 + \frac{g_{\text{PSK}} \gamma}{\sin^2 \theta} (1-z)\right]^{-N_t} d\tilde{F}_Z(z) d\theta.$$

The inequality $\overline{\text{SER}} - \overline{\text{SER}}_{\text{lb}} \geq 0$ can be easily verified using integration by part on the variable $z$.

We next derive such a function $\tilde{F}_Z(z)$ under the geometrical framework presented in [7]. Around each beam-vector $w_i$, we define a spherical cap on the surface of the hypersphere, $S_i(z) = \{ \tilde{\mathbf{h}} : d^2(w_i, \tilde{\mathbf{h}}) \leq z \}$, where $0 \leq z \leq 1$. Define $A\{S_i(z)\}$ as the area of the cap $S_i(z)$. Then $A\{S_i(1)\}$ is the whole surface area of the unit hypersphere. According to [7, Lemma 2], the surface area of the spherical cap $S_i(z)$ is:

$$A\{S_i(z)\} = \frac{2\pi^{N_t} z^{N_t-1}}{(N_t-1)!}. \hfill (21)$$

Notice that $F_Z(z) = \Pr(\min_i d^2(w_i, \tilde{\mathbf{h}}) \leq z)$ equals

$$F_Z(z) = \Pr(d^2(w_1, \tilde{\mathbf{h}}) \leq z, \cdots, \cdots, d^2(w_{N_t}, \tilde{\mathbf{h}}) \leq z), \hfill (23)$$

which can be interpreted as the probability that $\tilde{\mathbf{h}}$ falls in the union of the regions $\{S_i(z)\}_{i=1}^{N_t}$ (denoted by $\cup_{i=1}^{N_t} S_i(z)$). Based on the key observation that $\tilde{\mathbf{h}}$ is uniformly distributed on the surface of the unit hypersphere, when $\tilde{\mathbf{h}}$ is i.i.d. [7], we can find $F_Z(z)$ as:

$$F_Z(z) = \frac{A(\cup_{i=1}^{N_t} S_i(z))}{A(S_i(1))}. \hfill (22)$$

Due to the union operation, it is true that: $A(\cup_{i=1}^{N_t} S_i(z)) \leq \sum_{i=1}^{N_t} A(S_i(z))$. Based on the area computation of (22), we obtain:

$$F_Z(z) \leq \sum_{i=1}^{N_t} \frac{A(S_i(z))}{A(S_i(1))} = N_t z^{N_t-1}. \hfill (25)$$

Taking into account that $F_Z(z) \leq 1$, we define an upper bound $\tilde{F}_Z(z)$ as

$$\tilde{F}_Z(z) = \begin{cases} N_t z^{N_t-1}, & 0 \leq z < (1/N_t)^{1/(N_t-1)} \\ 1, & z \geq (1/N_t)^{1/(N_t-1)}. \end{cases} \hfill (26)$$
Substituting (26) into (21), we obtain the SER lower bound as:

\[
\text{SER}_{lb} = \frac{1}{\pi} \int_{0}^{(M-1)/N} \int_{0}^{(M-1)/N} \left[ 1 + \frac{g_{PSK}}{\sin^2 \theta} (1 - z) \right]^{-N_t} \times N(N_t - 1) z^{N_t-2} \, dz \, d\theta
\]

where the integration of \( z \) can be simply carried out by defining a new variable \( t = 1/z \).

Notice that the lower bound is independent of any particular beamformer design. A good beamformer shall try to come as close as possible to the lower bound. This confirms the design guidelines in (7) and (9), as follows.

Denote \( z_o \) as the critical value where all the spherical caps \( S_1(z_o), S_2(z_o), \ldots, S_N(z_o) \) do not overlap. For a given beamformer matrix \( W \), the value of \( z_o \) is available by re-interpreting the result of [7, Lemma 3]:

\[
z_o = 1 - \frac{1 + \max_{1 \leq i < j \leq N_t} |w_i^H w_j|}{2} = \frac{1 - \max_{1 \leq i < j \leq N_t} |w_i^H w_j|}{2}.
\]

(28)

For \( z < z_o \), since all the spherical caps do not overlap, we have

\[
F_Z(z) = \tilde{F}_Z(z) = N z^{N_t-1}, \quad z \leq z_o.
\]

(29)

Hence, \( \tilde{F}_Z(z) \neq F_Z(z) \) only when \( z > z_o \). To minimize the difference between \( \tilde{F}_Z(z) \) and \( F_Z(z) \), a good beamformer design tries to maximize \( z_o \) as much as possible. If \( z_o \) reaches the maximum of \((1/N)^{1/(N_t-1)}\), the true SER in (19) would coincide with the SER lower bound of (27), e.g., in the case of \( N_t = 2 \) and \( N = 2 \). Therefore, the maximum correlation \( \max_{1 \leq i < j \leq N_t} |w_i^H w_j| \) should be minimized, agreeing with (7) that was obtained based on either the outage probability, or the average SNR, criterion.

Numerical results show that the universal lower bound in (27) is tight for good beamformer designs. This is consistent with [7], where the lower bound on outage probability is tight.

**IV. QUANTIFICATION OF POWER LOSS DUE TO FINITE-RATE FEEDBACK**

When \( N \) goes to infinity, the performance of beamformed transmissions with finite-rate feedback should approach the ideal case with perfect channel knowledge at the transmitter. With perfect CSI, \( Z = 0 \) in (19) and one can derive the SER for PSK as:

\[
\text{SER}_{\text{perfect CSI}} = \frac{1}{\pi} \int_{0}^{(M-1)/N} \left( 1 + \frac{g_{PSK}}{\sin^2 \theta} \right)^{-N_t} \, d\theta.
\]

(30)

Therefore, the lower bound in (27) is tight with respect to \( N \), since it coincides with (30) when \( N = \infty \).

Comparing (27) with (N finite against (30) with \( N = \infty \), we will be able to quantify the power loss due to the finite-rate constraint. Towards this objective, we assume that:

**AS0**: the SER lower bound can be approximately achieved by some good beamformer designs.

The performance of the beamformers in AS0) will depend on \( N_t, N, \) and \( \tau \), for this reason, we explicitly express the SER as \( \text{SER}_{\text{lb}}(N_t, N, \tau) \). On the other hand, the SER with perfect CSI depends only on \( N_t \) and \( \tau \), denoted as \( \text{SER}_{\text{perfect CSI}}(N_t, \tau) \). Due to the finite-rate constraint,

\[
\text{SER}_{\text{lb}}(N_t, N, \tau) \geq \text{SER}_{\text{lb}}(N_t, \infty, \tau) = \text{SER}_{\text{perfect CSI}}(N_t, \tau).
\]

(31)

To compensate for this performance loss, one has to increase the transmission power. Suppose when we increase the average SNR from \( \tau \) to \( \tau_{\text{new}} \), we arrive at:

\[
\text{SER}_{\text{lb}}(N_t, N, \tau_{\text{new}}) = \text{SER}_{\text{lb}}(N_t, \infty, \tau_{\text{new}}) = \text{SER}_{\text{lb}}(N_t, \infty, \tau).
\]

(32)

We define the difference between \( \tau_{\text{new}} \) and \( \tau \) as the power loss (in decibels) due to the finite-rate constraint as:

\[
L(N_t, N, \tau) = 10 \log_{10} \tau_{\text{new}} - 10 \log_{10} \tau.
\]

(33)

Notice that the power loss in (33) is a function of \( \tau \), and thus varies over the entire SNR range.

We have the following results on \( L(N_t, N, \tau) \):

**Proposition 1** Under AS0), the power loss for transmit-beamforming due to the finite-rate feedback constraint satisfies:

\[
L(N_t, N, \tau) \leq L(N_t, N, \infty) \leq 10 \log_{10} \left[ 1 - \left( \frac{1}{N} \right)^{\frac{1}{N_t-1}} \right] \frac{1}{N_t-1}.
\]

(34)

\[
= 10 \log_{10} \left[ 1 - \left( \frac{1}{N} \right)^{\frac{1}{N_t-1}} \right] \frac{1}{N_t-1}.
\]

(35)

**Proof**: The power loss at high SNR \( (\tau \rightarrow \infty) \) can be easily found. At high SNR, we simplify (27) as:

\[
\tilde{F}_Z(\tau) \approx (G_c^{-1} - G_d^{-1})
\]

(36)

where \( G_d = N_t \) is termed as the diversity gain, and

\[
G_c = g_{PSK} \left[ \frac{1}{10} \int_{0}^{2\pi} (\sin \theta)^{2N_t} \, d\theta \right]^\frac{1}{N_t-1}
\]

(37)

is referred to as the coding gain (see e.g., [10, 11]). Eq. (36) implies that the SER versus average SNR curve in fading channels is well approximated by a straight line at high SNR, when plotted on a log-log scale. The diversity gain \( G_d \) determines the slope of the curve, while \( G_c \) (in decibels) determines the shift of the curve in SNR relative to a benchmark SER curve of \( (\tau^{-G_d}) \).

Substituting (36) into (32), we obtain \( L(N_t, N, \infty) \).

For the power loss at arbitrary SNR, we prove in Appendix that \( L(N_t, N, \tau) \leq L(N_t, N, \infty) \).
Proposition 1 testifies that the power loss across the entire SNR range is bounded to be less than or equal to \( L(N_t, N, \infty) \). In other words, the distance (or, the horizontal shift), between SER\(_{\text{perf CSI}}(N_t, \pi)\) and SER\(_{\text{LB}}(N_t, N, \pi)\) is no larger than \( L(N_t, N, \infty) \) decibels across the entire SNR range.

When \( N = 2^B \) is large, we use \( \ln(1 + x) \approx x \) for small \( x \) to obtain:

\[
L(N_t, N, \infty) \approx \frac{10}{\ln 10} \left( 1 - \frac{1}{N_t} \right) 2^{-\frac{N}{N_t} - x}. \tag{38}
\]

Hence, the power loss in decibels due to the finite-rate constraint decays exponentially with the number of feedback bits \( B \) for sufficiently large \( B \).

On the other hand, if a system requires the power loss to be within \( L_0 \) decibels relative to the perfect CSI case, one can identify the least number of beamforming vectors needed as:

\[
N \geq \left( 1 - 10 \frac{L_0}{10} \right)^{-1} - (N_t - 1). \tag{39}
\]

Notice that only high SNR analysis is carried out in [7] based on the outage probability. Moreover, the distortion measure defined in [7, eq. (52)] does not translate to power loss. For a given reduction on the average capacity, or, the average SNR, the minimum \( N \) is also calculated in [6]. However, the calculation in [6] relies on a loose bound on the minimum chordal distance in line packing, and is thus only approximate.

V. NUMERICAL RESULTS

In this section, we collect some numerical results.

Case 1): We compute the power loss in (35) for various cases and list the results in Table 1, where we are interested in non-trivial configurations with \( N \geq N_t \). On the other hand,

<table>
<thead>
<tr>
<th>( N = )</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_t = 2 )</td>
<td>1.51</td>
<td>0.62</td>
<td>0.29</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td>( N_t = 3 )</td>
<td>-</td>
<td>2.01</td>
<td>1.26</td>
<td>0.83</td>
<td>0.39</td>
</tr>
<tr>
<td>( N_t = 4 )</td>
<td>-</td>
<td>3.24</td>
<td>2.26</td>
<td>1.65</td>
<td>0.94</td>
</tr>
<tr>
<td>( N_t = 6 )</td>
<td>-</td>
<td>-</td>
<td>3.90</td>
<td>3.09</td>
<td>2.07</td>
</tr>
<tr>
<td>( N_t = 8 )</td>
<td>-</td>
<td>-</td>
<td>5.16</td>
<td>4.25</td>
<td>3.05</td>
</tr>
</tbody>
</table>

Table 2: Minimum # of feedback bits for power loss \( \leq 1\)dB

<table>
<thead>
<tr>
<th>( N \geq )</th>
<th>3</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log_2 N )</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

if we want to limit the power loss to be within 1dB relative to the perfect CSI case, the minimum number of beamforming vectors \( N \) can be computed from (39); the results are listed in Table 2. We clearly see that as \( N_t \) increases, the needed number of beamforming vectors increases considerably in order to have performance close to the optimum.

Case 2): We now compare the SER lower bound in (27) with the actual SER of (12), which is obtained via Monte Carlo simulations. We use the QPSK constellation in all cases. Fig. 2 depicts the results with \( N_t = 2 \). The beamformer codebooks for \( N = 4, 8 \) are listed in Section II-A. The codebook with \( N = 2 \) is \( W = I_2 \), which corresponds to the selection diversity. As shown in Fig. 2, the SER lower bound for the \( N_t = 2 \) case is almost identical to the actual SER, even with small \( N \).

Case 3): We now compare the SER lower bound with the actual SER for \( N_t = 3 \). We use the beamformers listed in [4] with \( N = 4, 8, 16 \). As shown in Fig. 3, the bound is tight for the given beamformers, although the difference between the bound and the actual SER increases relative to the \( N_t = 2 \) case.

Case 4): We now compare the SER lower bound with the actual SER for the \( N_t = 4 \) case. We use the beamformers listed in [4] with \( N = 16, 64 \). The codebook with \( N = 4 \) is \( W = I_4 \), corresponding to the selection combining. As shown in Fig. 4, the bound is also tight for the given beamformers, with the difference between the bound and the actual SER larger than those corresponding to \( N_t = 2, 3 \). The increasing difference could be due to either of the following two reasons, or both: i) the bound becomes less tight for large \( N_t \); ii) the beamformer currently found for large \( N_t \) is not as close to the optimum as in the \( N_t = 2 \) case.

Figs. 2, 3, and 4 show that the distance between the SER lower bound and the SER with perfect CSI only slightly increases as the average SNR increases, yet always bounded by the maximum power loss listed in Table 1. This confirms (34), and more importantly, shows that high SNR analysis is often accurate even in the low and medium SNR range [11].

VI. CONCLUSIONS

In this paper, we developed a symbol error rate (SER) lower bound for transmit-beamforming systems with finite-rate feedback. This bound applies to all beamformer designs, and is tight for well-constructed beamformers. Comparing this bound with the SER corresponding to the ideal case with perfect channel knowledge, we quantified the power loss due to the finite rate constraint, across the entire SNR range.

Performance analysis in this paper will facilitate future work on adaptive modulation in beamformed transmissions.
Figure 3: The actual SER versus the lower bound ($N_t = 3$)

Figure 4: The actual SER versus the lower bound ($N_t = 4$)

with finite-rate feedback. Especially interesting is the applicability of these results to low or medium SNRs, since the target error rate for an uncoded adaptive system is usually not very low, and the selected transmission mode will not operate in a high SNR regime.

APPENDIX: PROOF OF (34)

Define $\xi(N_t, N, T) = \gamma_{\text{new}} / T$, such that $L(N_t, N, T) = 10 \log_{10} \xi(N_t, N, T)$. Eq. (32) implies that:

$$
\overline{\text{SER}}_{\text{perfect CSI}}(N_t, T) = \overline{\text{SER}}_{\text{lb}}(N_t, N, \gamma \cdot (N_t, N, \gamma)).
$$

Notice that $\overline{\text{SER}}_{\text{lb}}$ is a decreasing function of the average SNR $T$. In order to prove $\xi(N_t, N, T) \leq \xi(N_t, N, \infty)$, we need to prove that:

$$
\overline{\text{SER}}_{\text{perfect CSI}}(N_t, T) \geq \overline{\text{SER}}_{\text{lb}}(N_t, N, \gamma \cdot (N_t, N, \infty)).
$$

Denote $\beta = g_{PSK} / \sin^2 \theta$ and $\alpha = \frac{1}{N_t - 1}$ for notational convenience. Substituting (30), (27), and (35) into (40), we need to prove that:

$$
(1 + \beta)\gamma^{-N_t} \geq \left(1 + \beta_{\alpha} \gamma^{-N_t} \right)^{-1} \left(1 + \beta_{\alpha} \gamma^{-N_t} \right)^{1-N_t},
$$

for each $T$. Taking logarithm on (41), we shall prove:

$$
\ln(1+\beta) \leq \frac{1}{N_t} \ln \left(1+\beta_{\alpha} \gamma^{-N_t} \right) - \frac{N_t-1}{N_t} \ln \left(1+\beta_{\alpha} \gamma^{-N_t} \right) + \frac{N_t-1}{N_t} \ln \left(1+\beta \gamma^{-N_t} \right). \quad (42)
$$

We verify that the function $f(x) = \ln(1+\beta) / \ln(x)$ is convex, since $f''(x) \geq 0$ regardless of the values of $\beta$, $\alpha$, and $T$. Eq. (42) holds true due to $f(0) \leq \frac{N_t}{N_t} f(-N_t) + \frac{N_t-1}{N_t} f(1) - f(1)$.
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