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Abstract — We consider lower bounding the maximum achievable rate of a differential unitary space-time transmission subject to a prescribed performance. We characterize the performance using a suitably defined distance between two unitary matrices, which was previously obtained through pairwise error probability analysis. Considering the set of all unitary or orthogonal matrices as a compact manifold with some invariant volume form or kinematic density, we derive a Varshamov-Gilbert type lower bound on the transmission rate, which asserts the existence of a differential unitary space-time code with the given minimum diversity product for certain rates. On the way to obtaining this bound, the probability density function and the cumulative distribution function for the distance between a random unitary matrix and a fixed unitary matrix are also obtained in closed form in terms of Meijer G-functions.

I. INTRODUCTION

Future wireless communication systems are likely to employ some form of multiple antenna arrays at the transmitter and/or receiver to boost data rate and cope with channel fading effects. Documented studies on capacity and performance have motivated exciting research on coherent multi-antenna systems. Various space-time codes have been designed aiming at either high rate or good performance or both. Many of these codes assume that channel state information (CSI) is available at receiver, so that coherent detection can be performed. When the channel varies fast, however, the acquisition of CSI can become costly and inefficient.

Differential space-time schemes are particularly useful for “blind” multi-antenna transmissions, as they bypass multichannel estimation that is needed for decoding [5, 6, 12]. Among differential space-time coding schemes, the differential unitary space-time codes have attracted most attention for a few reasons: i) They generalize the single-antenna differential phase-shift keying (DPSK) modulation to multiple antennas; ii) When the code matrices form a discrete group, some powerful group-theoretic tools can be used [6, 11]; ii) When the code matrices form a discrete group, they are relatively easy to store and operate — in most cases only a simple table lookup is needed; iv) Relative to non-unitary codes [8], they have better performance in terms of minimum product distance.

A large amount of differential unitary space-time codes have been designed. Noticeable ones include the cyclic and dicyclic codes in [6], and fix-point-free group codes based on representation theory in [11]. However, the fundamental limits of non-coherent and semi-coherent multi-antenna systems remain largely unexplored. In [13], the capacity of non-coherent space-time communication is evaluated based on geometric approaches by packing spheres on the Grassmann manifold. The results there only apply to the limiting case of infinite delay.

The design problem for unitary space-time codes with $M$ transmit antennas can be described as follows [6, 11]. Find a set $\mathcal{G}$ of $L = 2^{RM}$ unitary $M \times M$ matrices such that for any two distinct ones $A$ and $B$, the $|\det(A - B)|$ is as large as possible. The rate of the design is $R = (1/M) \log_2(L)$. If $|\det(A - B)|$ is non zero for any $A \neq B$ from the set $\mathcal{G}$, then the system has full diversity. There is obviously a trade-off between $R$, and the diversity product that is defined as:

$$
\zeta = \frac{1}{2} \min_{A, B \in \mathcal{G}} |\det(A - B)|^{1/M}.
$$

Rather than designing specific constellations [3, 5, 6, 11], in this paper we seek the maximum achievable transmission rate for a given performance. That is, we ask the following question: “What is the maximum $R$ for a given $M$ and $\zeta$?” The exact answer is difficult except for very simple cases, e.g., when $M = 1$. However, it is possible to obtain a useful bound on the transmission rate. Specifically, we derive the Varshamov-Gilbert type lower bound for differential unitary space-time code that guarantees the existence of a certain rate code for a given $\zeta$. We were not able to obtain the Hamming type upper bound on the achievable rate due to the non-metric behavior of the determinant of pairwise matrix difference.

II. SYSTEM DESCRIPTION

We outline first the system model for differential space-time modulation.

With $M$ transmit- and $N$ receiver-antennas, a flat-fading multi-antenna system can be described by the following multiple-input multiple-output (MIMO) model:

$$
x_t = \sqrt{\rho} s_t \mathbf{H} + \mathbf{w}_t,
$$

where $x_t \in \mathbb{C}^{1 \times N}$ is the received signal vector at time slot $t$, $s_t \in \mathbb{C}^{1 \times M}$ is the corresponding transmitted signal vector, $\mathbf{H} \in \mathbb{C}^{N \times N}$ denotes the multiple-input multiple-output channel, $\mathbf{w}_t$ denotes the additive noise, and $\rho$ denotes the SNR per
receive antenna. Entries of $H_i$ and $w_i$ are assumed to be independent complex Gaussian random variables of zero-mean and unit variance.

Stacking $M$ transmit vectors $s_i$ to form the $M \times M$ matrix $S_i := [s_{M,i}, s_{M+1,i}, \ldots, s_{M+M-1,i}]^T$, where $(\cdot)^T$ denotes transpose and $i$ is the block index, and defining $X_i$ and $W_i$ similar to $S_i$, we can write the received matrix $X_i$ as

$$X_i = \sqrt{\eta} S_i H + W_i,$$

(3)

where it is assumed that the channel $H$ remains invariant for a duration of $2M$ time intervals.

In differential unitary space-time modulation [5,6], two consecutive transmitted blocks $S_{i-1}$ and $S_i$ are related by the matrix recursion

$$S_i = U_i S_{i-1}, \quad S_0 = I_M$$

(4)

where the size $M$ identity matrix $I_M$ is used for initialization, and $(U_i)_{i=0}^{L-1}$ are different unitary matrix codewords corresponding to $L$ possible symbols. The transmission rate is therefore $R = (1/M) \log_2 L$ bits per channel use, while the encoding delay of the system is $M$.

The average pairwise error probability (PPE) between two signals $U_i$ and $U_{i'}$ when maximum-likelihood (ML) decoding is used, has been tightly upper bounded at high signal-to-noise ratio (SNR) via the union bound [5,6]

$$P_e \leq \frac{1}{2} \left( \frac{8}{p} \right)^{MN} \left| \det(U_i - U_{i'}) \right|^{-2N}.$$  

(5)

Therefore, at high SNR, the average PPE is determined by the diversity product $\zeta = \frac{1}{2} \min_{0 < \ell < L-1} \left| \det(U_i - U_{i'}) \right|^{1/M}$.

Before designing a specific code for a given $M$, $\zeta$ and $R(M, \zeta)$, one must answer the question whether a code with the given parameters exists. For a differential unitary space-time code $G$ of $L = 2^M$ unitary matrices of size $M \times M$, we are interested in finding the maximum achievable rate $R_{\text{max}}(M, \zeta)$ for a specified $M$ and $\zeta$:

$$R_{\text{max}}(M, \zeta) := \max \ R(M, \zeta)$$

(6)

The exact form of $R_{\text{max}}(M, \zeta)$ seems difficult to obtain. Relying on geometric probability and integral geometry tools, we will derive a lower bound on $R_{\text{max}}(M, \zeta)$.

Before we state and prove our main result, let us first discuss elaborate briefly on the diversity product function

$$\delta(A, B) := \frac{1}{2} \left| \det(A - B) \right|^{1/M}$$

(7)

between two unitary matrices $A$ and $B$ of size $M \times M$. The following can be observed:

i) $\delta(A, B)$ is both left and right invariant with respect to unitary matrix multiplications. Specifically, for any $M \times M$ unitary matrix $U$, we have

$$\delta(UA, UB) = \delta(AU, BU) = \delta(A, B)$$

(8)

ii) $\delta(A, B)$ depends only on the eigenvalues of the matrix $A^{-1}B$. If we denote the eigenvalues of $A^{-1}B$ as $\lambda_1, \lambda_2, \ldots, \lambda_M$, then $\delta(A, B) = \frac{1}{2} \prod_{m=1}^{M} |\lambda_m - 1|^{1/M}$;

iii) $\delta(A, B)$ satisfies: $0 \leq \delta(A, B) \leq 1$;

iv) $\delta(A, B)$ is not a metric. Specifically, $\delta(A, B) = 0 \neq A = B$. More important, the triangular inequality is not always satisfied: there exist $A$, $B$, $U$ unitary such that

$$\delta(A, B) > \delta(A, U) + \delta(U, B).$$

(9)

For example, take $A = -B = I$ and $U = \text{diag}(1, -1, -1, \ldots, -1)$, where $I$ is the $M \times M$ identity matrix.

### III. Lower Bound on Maximum Rate

In this section, we derive a lower bound on the maximum achievable rate $R_{\text{max}}(M, \zeta)$ for a given number of transmit antennas and diversity product $\zeta$. We view the set $U_M$ of all $M \times M$ unitary matrices as a compact measurable space, and study the measures of suitable subsets of $U_M$ that are of interest to us. By comparing the the measures of such subsets to the total measure of the space $U_M$, we can get a sense of how many such subsets we can pack in the whole space $U_M$.

We will use the gamma function

$$\Gamma(z) := \int_0^\infty t^{z-1} e^{-t} dt$$

and the Meijer $G$-function [9]

$$G^{m,n}_{p,q} := \left( \begin{array}{c} a_1, \ldots, a_p \\ b_1, \ldots, b_q \\ \end{array} \right) \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \prod_{j=0}^{p} \Gamma(b_j + s) \prod_{j=1}^{q} \Gamma(1 - a_j - s) x^{-s} ds,$$

(10)

where $c$ lies between the poles of $\Gamma(1 - a_j - s)$, and the poles of $\Gamma(b_j + s)$.

The main result of the paper is stated in the following proposition.

**Proposition 1** For a given $M$ and $\zeta \in (0, 1)$, there exists a differential unitary space-time code of rate $\frac{1}{M} \log_2 \left[ \frac{1}{\zeta M} \right]$, where $\lceil \cdot \rceil$ is the integer ceiling function, and

$$P_M(\zeta) = 1 - \left[ \prod_{k=1}^{M} \Gamma(k) \right]^{1/\sqrt{\pi}}.$$  

$$G^{2M+1,0}_{2M+1,2M+1} \left( \begin{array}{c} \zeta^{2M} \\ \lambda \end{array} \right) = \begin{cases} 1, & \{k, k\}_{k=1}^{M} \\ 0, & \{(k + 1)/2, k/2\}_{k=1}^{M} \end{cases}.$$  

(11)

The rest of the paper will be the proof of this proposition. Consider the set $U_M$ of all $M \times M$ unitary matrices, which is a group under the matrix product. The kinematic density or the invariant volume form at some $U \in U_M$ is given, up to a constant factor, by (see e.g., [10])

$$dU = [\wedge (\omega_{jk} \wedge \bar{\omega}_{jk})] \wedge (\wedge \omega_{kh}),$$

(12)

$$1 \leq j < k \leq M, \quad 1 \leq h \leq M,$$

where

$$\omega_{jk} := \sum_{h=1}^{M} \bar{u}_{jh} d u_{hk}, \quad \omega_{jk} + \bar{\omega}_{jk} = 0$$

(13)

form a system of Maurer-Cartan forms; $u_{jk}$ are entries of $U$, $(\cdot)$ denotes conjugation, and $\wedge$ denotes wedge product. Since
the manifold $U_M$ is compact, it is unimodular. As a result, the volume form $dU$ is both left and right invariant. Integration of the volume form yields the Haar measure $m(\cdot)$, which gives the entire volume of the set $U_M$ as [10]:
\[
m(U_M) = \int_{U \in U_M} dU = i^{M(M+1)/2} \prod_{h=1}^{M} \frac{(2\pi)^h}{(h-1)!}, \quad i = \sqrt{-1}.
\]

For $U \in U_M$, we define the set $B(U, r) := \{U' : U' \in U_M, |\det(U - U')|^{1/M} \leq 2r\}$ as the “ball” with center $U$ and radius $r$, the measure (volume) of which is $m(B(U, r)) = \int_{U' \in B(U, r)} dU'$.

Because of the invariance of the function $\delta(\cdot, \cdot)$ and also the invariance of the measure $m(\cdot)$ with respect to both left and right unitary matrix multiplication, $m(B(U, r))$ is independent of $U$. Hence, we can rewrite $m(B(U, r))$ as a function $V(r)$ of $r$ only; i.e., $V(r)$ is the volume of a “ball” of radius $r$ under the Haar measure $m(\cdot)$. We quote the word “ball” because the set $B(U, r)$ is defined by a function $\delta(\cdot, \cdot)$ that is not a metric on $U_M$. But it is still conceptually simple to imagine them as balls in the space. We will continue to use the word without quote.

To derive the lower bound in Proposition 1, we follow the Varshamov-Gilbert Bound method used in coding theory. Suppose a differential unitary space-time code $\mathcal{G}$ of size $L - 1$ and minimum diversity product $\zeta$ has been found. Then, each matrix $U$ in $\mathcal{G}$ has a ball $B(U, \zeta)$ defined for it that contains no other members of $\mathcal{G}$. Because all such balls have equal volume $V(\zeta)$, the union of them can have volume at most equal to the sum of the volume $V(\zeta)$ of each. Therefore, the union of all the balls $\cup_{U \in \mathcal{G}} B(U, \zeta)$ has its volume upper bounded by $(L - 1)V(\zeta)$. If $(L - 1)V(\zeta)$ is less than the total volume $m(U_M)$ of the space, then there exists at least one unitary matrix in $U_M$ that is not in any of the balls $B(U, \zeta), U \in \mathcal{G}$ and hence, it is at least $\zeta$ away from any of the members of $\mathcal{G}$. This extra unitary matrix can therefore be added to the code $\mathcal{G}$ and the resulting code will have $L$ members, while the minimum diversity product is kept at least equal to $\zeta$. This process can be repeated as long as the sum volume of all the balls $B(U, \zeta), U \in \mathcal{G}$ is smaller than $m(U_M)$. Therefore, there exists a differential unitary space-time code $\mathcal{G}$ with $L$ members, as long as $L$ satisfies the following inequality
\[
(L - 1)V(\zeta) < m(U_M).
\]

The problem boils down to evaluating the volume $V(\zeta)$, or, since $m(U_M)$ is known, $V(\zeta)/m(U_M)$. If we normalize the Haar measure by the total volume of the space $U_M$, then $U_M$ becomes a probability space with the measurable sets defined as those measurable under the Haar measure. The matrices in $U_M$ then become random realizations (samples) in this probability space and can be thought of as uniformly distributed with respect to the Haar probability measure.

This view converts the problem of finding $V(\zeta)/m(U_M)$ to a geometric probability problem. In other words, $V(\zeta)/m(U_M)$ is the probability that a uniformly distributed random matrix is within a “distance” $\zeta$ of any fixed unitary matrix. Without loss of generality, we can choose the fixed unitary matrix to be the identity matrix $I$. If $U$ denotes a uniformly distributed random matrix, then $\delta(U, I)$ as a function of $U$ becomes a random variable with the image on the real line (actually, between 0 and 1). We denote this random variable as $\Delta$.

We let $p_M(r)$ and $P_M(r)$ denote the probability density function and the cumulative distribution function, respectively. That is,
\[
P_M(r) := P(\Delta \leq r), \quad (16)
\]
and $p_M(r) := dP_M(r)/dr, \ r \in [0, 1]$. With these notation, we can write
\[
P_M(\zeta) = V(\zeta)/m(U_M).
\]

It seems difficult to evaluate $P_M(\zeta)$ directly from the Haar measure. In the following, we will evaluate $P_M(\zeta)$ using a different route.

Let $\lambda_m$ denote the $m$th or $1/m$th eigenvalue of $U$, $m = 1, 2, \ldots, M$.

Then
\[
\delta(U, I) = (1/2) \sum_{m=1}^{M} |\lambda_m - 1/1|^M.
\]

The distribution of $\delta(U, I)$ therefore depends only on the joint probability density of all the $M$ eigenvalues of $U$.

Since $U$ is unitary, all its eigenvalues have norm one. We can therefore write $\lambda_m = e^{i \theta_m}$, where $\theta_m \in [0, 2\pi], m = 1, \ldots, M$. The joint probability density of $\lambda_m, m = 1, 2, \ldots, M$ has been found to be in the following form [4, page 135].

**Lemma 1**: The joint probability density of $\lambda_m, m = 1, 2, \ldots, M$ is
\[
\frac{1}{M!} \prod_{m<n} |\lambda_m - \lambda_n|^2 = \frac{1}{M!} \prod_{m<n} |e^{i \theta_m} - e^{i \theta_n}|^2\quad (18)
\]
with respect to $d\lambda_1 d\lambda_2 \ldots d\lambda_M$, where $d\lambda_m = d\theta_m/2\pi$.

With this lemma, we can write $P_M(r)$ as an $M$-fold integral
\[
P_M(r) = \int_{T(c)} \prod_{m<n} |e^{i \theta_m} - e^{i \theta_n}|^2 d\lambda_1 d\lambda_2 \ldots d\lambda_M / (2\pi)^M
\]
where $T(c)$ is the set
\[
T(c) := \{(\theta_1, \theta_2, \ldots, \theta_M) : \frac{1}{2} \sum_{m=1}^{M} |e^{i \theta_m} - 1|^{1/M} \leq r\}.\quad (19)
\]

This integral is difficult to evaluate, because of the highly irregular shape of $T(c)$.

To find out $P_M(r)$, we will first find $p_M(r)$ by making the following observation. The support of $p_M(r)$ is $[0, 1]$, which is compact. Therefore, $p_M(r)$ can be uniquely determined from all the moments of the random variable $\Delta$. If we can find out all these moments, then we can reconstruct $p_M(r)$. It turned out that this is a viable method. A generalization of this “moment method” is based on the Mellin transformation and its application to the problem of determinant density of random matrices is due to Ciruta and Mehta [1]. Our problem is not exactly the determinant of a random matrix: it is the determinant of the difference of a random matrix and the identity matrix. However, after some twists, the method turned out to work well.

The Mellin transformation of a function $f(x)$ is defined as [2]
\[
\hat{f}(s) := \int_{0}^{\infty} x^{-s-1} f(x) dx.\quad (20)
\]

If $f(x)$ is a probability density function with non-negative support, and if $s$ is positive integer, then $\hat{f}(s)$ defines the $(s-1)$st moment of $f(x)$. But in general $s$ is a complex number.
The inverse Mellin transform is given by
\[
f(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s} \hat{f}(s) ds.
\] (22)

The transform \(\hat{f}(s)\) exists if the integral
\[
\int_0^\infty |f(x)| x^{k-1} dx
\] (23)
is bounded for some \(k > 0\), in which case the inverse \(f(x)\) exists with \(c > k\).

The Mellin transform of \(p_M(r)\) is therefore the expectation of \(\Delta^{s-1}\):
\[
\hat{p}_M(s) = \int_0^\infty x^{s-1} p_M(x) dx = \mathbb{E}[\Delta^{s-1}]
\] (24)
The expectation, using Lemma 1 is again an \(M\)-fold integral
\[
\mathbb{E}[\Delta^{s-1}] = \int \frac{1}{2\pi i} \prod_{m=1}^M |e \theta_m - 1|^{(s-1)/M} \prod_{m<n} |e \theta_m - e \theta_n|^2 d\theta_1 d\theta_2 \ldots d\theta_M / (2\pi)^M,
\] (25)
where the integration is over \([0, 2\pi]^M\). The integral is in a “nicer” form than that of (19) because of its more regular integration region.

Using an orthogonal polynomial based method developed by Mehta [7], this integral can be shown to be equal to the determinant of an \(M \times M\) matrix \(R\) whose \((m,n)\)th entry \([R]_{mn}\) is given by
\[
[R]_{mn} = \int_0^{2\pi} \frac{2^{-s-1} (2 \sin \frac{\theta}{2})^{(s-1)/M} e^{i(m-n)\theta} d\theta / 2\pi}{\Gamma(\frac{s+1}{M} - m + n + 1)}.
\] (26)

Then \(\hat{p}_M(s) = \mathbb{E}[\Delta^{s-1}] = det(R)\) can be evaluated to be
\[
\hat{p}_M(s) = 2^{-s-1} \prod_{m=1}^M \frac{\Gamma(\frac{s+1}{M} + m) \Gamma(m)}{\Gamma(\frac{s+1}{M} + m + 2\pi)}
\] (27)
Using the definition of the Meijer G-function and the inverse Mellin transform, we can write the probability density function \(p_M(r)\) as in the following proposition.

**Proposition 2** For \(M \times M\) unitary \(U\) uniformly distributed with respect to the Haar measure, the random variable \(\Delta = \delta(U, I)\) has the following probability density function
\[
p_M(r) = 2M \prod_{m=1}^M \frac{\Gamma(m) r^{m-1}}{\sqrt{\pi}}
\]
\[
G_{2M,0}^{M,0} \left( r^{2M} \left| \{(k + 1)/2, k, k/2 - 1/M \}_{k=1}^M \right. \right)
\]
Using the following property of Mellin transform:
\[
\int_0^\infty x^{s-1} f(t) t^{1-s} dt = \frac{1}{s} \int_0^\infty x^s f(x) dx
\] (28)
and the fact that \(s = (s+1)/\Gamma(s)\) we can obtain the function \(1 - PM(r)\). We then find the cumulative distribution function as in the following proposition.

**Proposition 3** For \(M \times M\) unitary \(U\) uniformly distributed with respect to the Haar measure, the random variable \(\Delta = \delta(U, I)\) has the following cumulative distribution function
\[
P_M(r) = 1 - \prod_{m=1}^M \frac{\Gamma(m) r^{m-1}}{\sqrt{\pi}}
\]
\[
G_{2M+1,2M+1}^{2M+1,0} \left( r^{2M+1} \left| \{(k + 1)/2, k/2 \}_{k=1}^M \right. \right)
\] (29)

Proposition 1 then follows from (15), (17), and (29).

**IV. CONCLUSION**

The paper derived a Varshamov-Gilbert type lower bound on the transmission rate of a differential unitary space-time code. The closed form expression of the probability density function and the cumulative distribution function for the distance between a random unitary matrix and a fixed unitary matrix were also obtained in closed form.
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